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Abstract 

Diabeticiretinopathy is one offdiabetes complication that causes damage to retina of eye 

and may leads to a gradual decrease in vision. Earlyidetection of diabeticrretinopathy is 

critical to avoid blindness. In Oman, retinal screening still in manual process which can 

be costly and time-consuming because of large diabetic population. This study aims to 

automatically detect and classify the different DR grade using deep learning algorithms. 

Predicting the diabetic retinopathy presence is performed using convolutional neural 

network (CNN) which provide a great advantage of screening for diabetic retinopathy.  

This study makes use of Kaggle dataset to train the proposed model. The experiment 

results show that deep learning has an excellent performance when detecting and 

classifying the diabetic retinopathy grades for Kaggle dataset.  
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1 Chapter 1: Introduction  
 

1.1 Background 
 
DiabetesiMellitus (DM) is a seriousichronic disease that occursiwhen the pancreas doesn’t 

produceienough insulini(a hormone that regulatesithe level of sugar or glucose inithe blood)ior 

when theibody cannot use the insulinieffectively. Symptomsiof diabetes begin toiappear and 

developigradually in diabetesipatients suchias frequent urination, weightiloss, nauseaiand 

vomiting, excessiveithirstiand appetite, and slowihealing wounds.  

 

DMican be categorizediinto three types whichiare: Type 1 diabetes (T1D), Type 2 diabetes 

(T2D), and Gestational diabetes mellitus (GDM). T1D occursiwhen body immuneisystem 

mistakenly attacksiand destroys beta-cells in the pancreasithat produce insulin andicause 

permanent damage. The cause of this attack isinot known specifically. There may be genetic 

andienvironmental factors. Therefore, the patient with the first type of diabetes should receive 

insulin daily, throughout his life. Whereas the second type ofidiabetes is theemost common 

type ofidiabetes among people, and it is between 90 and 95 percent of the total number of 

patients with diabetes (Who.int, 2019). T2D starts as an insulin resistance, that means that the 

body cannot useiinsuliniefficiently and thisistimulates the pancreas toiproduce more insulin 

until it becomes unable to keep pace with demand. So, decreasing insuliniproduction in the 

bodyileads to highiblood sugar. The exacticause of T2D isiunknown, but can includeiheredity 

factors, lack ofiexercise, weight gain, and there mayialso be otherihealth factors 

andienvironmental causes. The thirditype of diabetes isigestational diabetes whichioccurs only 

duringipregnancy and women moreilikely to develop to type 2 diabetesiwithin 5 to 10 years 

(Cold et al., 2019). 

 

Diabetes is a significant public healthiproblem and is one ofimost targeted diseases for action 

by world leaders. Over theppast few decades, thereihas beenisignificant rise in the prevalence 

of diabetes among people around the world. Aniestimated ‘422 million’ adults worldwide were 

diagnosed withidiabetesiin 2014, comparedtto 108 millioniinn1980. Theiprevalence of 

diabetes has doubled globally sincei1980, risingifrom 4.7% to 8.5% among adults 

(Apps.who.int, 2019). Diabetes in all its types canilead to multiple complications in theibody 

and increased the risk of premature death in general. Potential complicationsninclude heart 

attack, stroke, kidney failure, amputation, blindness andnnerve damage. 

 

Diabeticiretinopathy (DR) is one of diabetesicomplication that affects theieye and occursias a 

result ofidamage to the bloodivessels of light-sensitiveitissues in the backiof retina. The 

hyperglycemiaicontinuous causes to a blockageiin the tiny bloodivessels that nourishithe 

retina. Thus, theieye tries to createinew blood vessels, but theseivessels don’t growiproperly 

and canibleeding easily. DR in itsiearly stages doesn’t cause anyichanges in vision, butiwith 

the developmentiof the disease, the leveliof vision worsensisignificantly may lead toiblindness. 
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The disease risks associate with the length of diabetes and therefore more than 75% diabetes 

patients have DRiafter 20 years of the diabetes (Who.int, 2019).  

 

The exact distinction betweenithe differenttgrades of diabeticiretinopathy toidefineeeach 

grade's features makeithe recognition taskito classifyFDR veryichallenging. It has been 

shownithat periodic screeningiof DR and timelyitreatment reduces the risk ofiblindness 

(Raman et al., 2018). Hence, DR screening and automatedidetection of diabetic retinopathy is 

criticalito address theseichallenges asawellaas to detectithe disease at earlysstage toiprevent 

blindness with appropriateitreatment usingaadvances technical medicalidevelopments (Singh 

Sisodia, Nair and Khobragade, 2017).  

 

1.2 Problem Statement  
 
Diabetes is a global epidemic and about 15% of Omani adults are infected with this disease, 

and this percentage rises to 25% for those over the age of sixty years. The proportion of people 

with diabetes from 2008 to 2018 increased more than 3%, and there are more than 7500 

diabetes patients in the Sultanate of Oman annually (Alwatan.com, 2019). Therefore, the 

competent authorities must be concerted efforts to reduce the prevalence of this disease. 

Currently in Oman, diabetic retinopathy is detected by manual process that needs optometrist 

to examine retina photographs and consequently this process consumes a lot of a time. As 

aforementioned, the number of diabetics is increased and that means ophthalmologist workload 

will increase because they will spend much time to detect diabetic retinopathy. Therefore, 

ophthalmologists will not be able to take care of the patients with their full potential. So, an 

automated system is required to detect DR, reduce time and cost while diagnose diabetes 

patients. 

 

1.3 Aim & Objectives 

Based on the aforementioned problem, the main aim of thissstudy is to develop an effective 

system for diabetic retinopathy screening that can contribute towards improving DR 

management. The system will make use of deep learning algorithm in order to detect important 

features on the retina photographs effectively and classify patients into the correct DR grades. 

This automated system will facilitate a reduction in the burden of manual grading for the 

ophthalmologists and help ease the pressure on the eye screening centers in Oman. 

The main objectivesoof this research are asafollows:  

1. Toostudy about DR disease and its impact in Oman.  

2. Study about the Deep Learning algorithm using python for image processing.  

3. Early detection and classification of DR using Deep Learning algorithm to prevent 

blindness.  

4. Reduce time and cost taken for diagnosis of DR.  
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5. To evaluate the accuracy of deepplearning algorithms for detection andcclassification 

of DR.  

1.4 Thesis Workflow 
 
The following chart describe the workflow for this study: 

 

 
Figure 1: Research Workflow 

1.5 Motivation 

The main purpose behind selecting this topic for this research that Oman is one of the 

developing countries and there is shortage of resources to overcome some problems. One of 

these problems is the number of diabetics is increased day by day and there is no effective 

system that assist ophthalmologists to detect DR and classify it. The significance of the 

proposed research is to overcome the existing problems that face the ophthalmologists in the 

DR screening, such as: 

1. Manual diagnosis of patients with diabetes by the ophthalmologist 

2. Time taken to diagnosis DR  

During searching about these problems, the researcher got motivated to work with this topic 

that would assist a huge amount of people in their healthy lives. As there are inadequate ways 

to detect about diabetic retinopathy in Oman, an automated system will be developed that 

makes use of deep learning algorithms with the help of image preprocessing. The system will 

facilities detection process and give prediction about diabetic retinopathy. 

1.6 Thesis Orientation 

The thesis is organized into seven chapters, each chapter concentrating on different part of the 

research work. The following is a short description of contents for each chapter:  

Chapter 1 is the Introduction of the thesis. This chapter provides the background of the basic 

information on diabetes mellitus and diabetic retinopathy, as well as the prevalence of diabetes 
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mellitus worldwide and, particularly, in Oman. Also, provides an overview of current problems 

about screening diabetic retinopathy in Oman and presents the aims and objectives of this 

thesis. Moreover, motivations that have led to this thesis are described here.  

Chapter 2 is Literature Review. This chapter consists of “Literature Review” of different 

topics that related to this thesis. In addition, this chapter described the “Related Works” of 

existing researches done by others, and that are related to our research work.  

 

Chapter 3 is Methodology description that used for this study. Research methodology and 

project methodology are described in this chapter that were used to complete this study. As 

well as this chapter provide justification for each methodology selected.   

 

Chapter 4 is Project Management. This chapter illustrate project management methodology 

that has been selected to complete this project. Moreover, this chapter describes different 

components of project management such as tasks schedule, work breakdown structure (WBS), 

milestone, deliverables, project management risks, etc.  

 

Chapter 5 is Requirement Gathering & Analysis. This chapter contains description of data 

gathering methods that used for this research as well as the analysis of data that were 

gathered. 

 

Chapter 6 is Design and Implementation. The proposed methodology framework is explained 

in this chapter. Also, this chapter describe all software and hardware tools that used for this 

study. Finally, explained the selected algorithm for this study and describe the different stages 

of project implementation. 

 

Chapter 7 is Experimental Result Analysis. This chapter provide analysis of experimental 

results of deep learning algorithm that applied for this study. This chapter makes use of plots 

and different kind of comparison graphs to show the DL results.  

 

Chapter 8 is Critical Appraisal. This chapter provides systematically assess the scientific 

research to identify the strengths and weaknesses as well as to assess the research finding. Also, 

this chapter present the critical reflection done by student.  

 

Chapter 9 is Social, Legal, Ethical Considerations & Project Sustainability. This chapter 

briefly discussed the social, legal, ethical considerations and sustainability of this project.  

 

Chapter 10 is Conclusion and Future Works. This chapter concludes this thesis and 

summaries the main results and achievements. As well as, the future work of this study is 

mentioned in this chapter. 
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2 Chapter 2: Literature Review 
 

2.1 Diabetes Mellitus  

 
Diabetes is a chronicidisease thatooccurs when theipancreas fails to produce enough insulin or 

when theibody cannot use the insulinieffectively that it produces. Insulin isia hormone that 

regulatestthe level ofssugar in the blood. Hyperglycemiaais a common effect ofuuncontrolled 

diabetesiand, over time, causes serious damage to many organs, especially nerves and blood 

vessels. Diabetes mellitus can beicategorized into three typesiwhich are: Type 1 Diabetes 

(T1D), Type 2sDiabetes (T2D) andiGestational diabetes. T1Dsis known as insulin-dependent 

diabetes, which begins in adulthood or infancy, and is characterized by the lack of insulin 

production. This type of diabetes requires daily insulin use, and there are no means of 

prevention so far. The symptoms of T1D are excessive urination, thirst, persistent hunger, 

weight loss, visual disturbances, and feeling tired. T2D is known as non-insulin-dependent due 

to theeinability of the bodyato use insulinieffectively. The symptoms of T2D are often the same 

symptoms of T1D because of obesity and physical laziness, but it is often less clear. Gestational 

diabetes occurs during pregnancy because of a hyperglycemia which the glucose rate increases 

above the normal rate without reaching the rate necessary for the diagnosis of diabetes. 

Gestational diabetes is diagnosed by prenatal screening, not by the above symptoms. women 

who developigestational diabetes are likely to develop type 2 diabetes in the future (Mayo 

Clinic, 2019). 

  

Although diabetes is a chronic disease and cannot be cured, but there is a great need for 

treatment and control it for several reasons. The most important reason is to prevent the 

occurrence of complications associated with diabetes disease, or to alleviate these 

complications if occurred through conservation of the level of sugar in the blood (Cold et al., 

2019). Diabetes causes many complications which divided into two types which are: 

Microvascular Complications including diabetic retinopathy, Diabetic Nephropathy and 

Neuropathy (Nerve Disease) and Macrovascular Complications include Cardiovascular 

Disease, Diabetic Foot Disease, Dermopathy. 

 

2.2 Diabetic Retinopathy 
 

Diabetics may experience complications at the retinal level caused by high blood sugar. This 

condition is called diabeticuretinopathy (DR). DRris one ofddiabetes complicationithat caused 

by damage toiblood vesselsain light-sensitiveetissues in thebback of the eye (retina). Diabetic 

retinopathyiin its earlyistages does notccause anycchanges inivision, but with theedevelopment 

of theidisease, the level of vision worsens significantlytmay leading to blindness. Diabetes 

Retinopathy is specified by indications of retinal ischemia (retinal microvascular anomalies, 

microaneurysms, hemorrhages, intra-venous gauge variations from the norm, cotton-fleece 

spots, and neovascularization) as well as indications of expanded retinal vascular porousness. 

Vision deficiency can result from a few systems, including neovascularization causes vitreous 

discharge and additionally retinal separation, macular edema, and retinal narrow nonperfusion. 
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Based on these indications, retinopathy is divided into non-proliferative diabeticcretinopathy 

(NPDR) anddproliferativeeretinopathy (PDR). The NPDR is additionally partitioned into mild-

NPDR, moderate-NPDR, and severe-NPDR. People with diabetes fear loss of vision because 

diabetic retinopathy leads to several diseases (Wu, 2013).   

 

Most researches state that diabetic retinopathy should be treated in the early stage of its 

prevalence which minimizes the permanent blindness caused by the longer duration of 

diabetes. Besides, the studies have shown that the retina of a diabetic person can tell the impact 

which affects the hyperglycemia in the period. Based on this research, it is better to treat the 

diabetic retinopathy that have long-term diabetes to them improve the vision and for better 

health purpose (Nei.nih.gov, 2019). 

 

2.3 Diabetes and diabetic retinopathy in Oman 
 

Haddad and Saad, 1998 in their research studied the prevalence offDR in Oman. 500 diabetic 

patients were selected to detect the presence of diabetic retinopathy in Al Buraimi hospital in 

Oman. The presenceoof diabetic retinopathyrwas graded into different grades as mild NPDR, 

moderate-severe NPDR and proliferative retinopathy (PDR). 212 out of 500 patients was 

detected with diabetic retinopathy. 128 patients were detected with mild-NPDR (25.6% of the 

total patients), 20 patients with moderate-NPDR (4%), and 64 patients with proliferative 

diabetic retinopathy (12.8%). They stated in their study that diabetic retinopathy can be 

overcome by controlling the glycaemia, blood lipids should be low and controlled blood 

pressure (hypertensive patients) can lower the effect of retinopathy in the patients. 

 

Alrawahi et al., 2012 in their studies found that the prevalenceiof diabetic retinopathy in Oman 

was more amongimales (51.6%) comparedtto females (36.5%). They stated that the prevalence 

of diabetic retinopathy wasiassociated with significant factors such as gender, long duration of 

diabetes, familyihistory of diabetes and poor glycemic control.  People with diabetes in Oman 

have high rates of complications associated with diabetes.  it was found that more than 14% of 

Oman's diabetic population suffer from diabetic retinopathy as shown in Figure 2 (Al-Shookri 

et al., 2019).  
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Figure 2: Prevalence of diabetic retinopathy in Oman (Al-Shookri et al., 2019) 

 

2.4 Artificial Intelligence  
 

Artificial intelligence is the ability of the machine to simulate the human mind and the way it 

works, such as its ability to think, discover, and benefit from past experience. Since the 

development of the computer in the mid-twentieth century, it has been discovered that the 

computer can perform more complex tasks (Rada, 1986).  

 

Artificial intelligence is going beyond human levels on a number of different complicated 

tasks. Nowadays, artificial intelligence has received a great interest in the field of medicine. 

Therefore, doctors and radiologists rely on artificial intelligence for accurate and correct 

results. Artificial intelligence has become widely used in the medical field, using software to 

improve and develop human knowledge in the analysis of complex medical data. There are 

many uses of artificial intelligence in the field of health, for example used in the modernization 

and development of medicines and treatments, used in the process of screening and knowledge 

and detection of various diseases, used in maintaining the patients safety by monitoring their 

health and care, and also used in the development Good systems and protocols for the treatment 

of patients (Ramesh et al., 2004).   

 

In this regard, artificial intelligence focused on the diagnosis of diabetes complications through 

eye examination, due to the critical importance of the treatment of this disease. Recently, AI 

techniques have been used to detect retinal damage after algorithms have been trained in 

thousands of images, which help doctors diagnose and treat patients more effectively and quick 

(Lu et al., 2018).  
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2.5 Deep Learning 
 

Deepplearning (DL) is a new technique and new branch of learning a machine technology 

under the term which now the most popular “Artificial Intelligence”. Many other companies 

like google, Facebook, etc. have been using this method for data analysis to know about the 

surfing of the individual user. DL is a subset of machine learning (ML) introduced to bring ML 

closer to its original objectives. Deep learning models learns to accomplish classification tasks 

directly from text, images, or audio. DL models can attain sophisticated accuracy, occasionally 

exceeding human performance (Singh et al., 2007).  

 

Nowadays, deep learning hasibecome a new trend in incorporating in the field of medicines. A 

lot of researches have also been done on the detection of diabeticiretinopathy using deep 

learning techniques as well as in machine learning. Deep learning is a very important tool for 

the health care purpose which allows to predict the disease in a patient at an early stage. Deep 

learning technique helps to specify the disease and specific treatment for a patient. Software 

based on deep learning technique for diabetic retinopathy showed high sensitivity and 

specificityifor detecting the diabetic retinopathy (Gulshan et al., 2016).  

 

There are various studies on algorithms for diabetic retinopathy. Ting et al., 2018 in their 

studies suggested that more research should be done for detecting diabetic retinopathy using 

deep learning technique in order to specifically treat the patients according to the type of 

disease stages more easily. Further develop the deep learning techniques with algorithms in 

diabetic retinopathy screening programs lead to better care of the patients. Gargeya and Leng, 

2017 in their study shows a great deal of effective use of deep learning technique in detecting 

the type of diabetic retinopathy in a patient because the world is leading to an era of technology 

so is the medicine. This technology is efficient in saving time and treating quickly if further 

development is done successfully and cost-effective as well.  

 

2.6 Image Preprocessing  

The most important step in predicting using deep learning models is image preprocessing to 

improve the quality of images and therefore improve predicting results. Building an effective 

deep learning model needs carefully consider the input data format. There are several 

techniques which enhances the pixels of the image, filtering is also done and detection of the 

blood vessels through these images and comparing it with the recorded data to predict the 

results according to the statistical data to get a clear vision about the severity of the disease 

caused by the diabetic retinopathy via different preprocessing of the images and then 

integrating them with encoders to convert the data and provide the information in a readable 

form. This new technology has great advantages in analyzing the diabetic retinopathy. They 

are combined to improvetthe accuracy of the results automatically. They also have different 

transformation scales for colored images. There are different methods for preprocessing the 

retinaliphotographs of poorrquality using deep learning method such as Grayscale conversion, 
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AdaptiveiHistogram Equalization, Discrete WaveletiTransform, Matched filter and Fuzzy C-

meansisegmentation forrpreprocessing (Sayed et al., 2017).  

2.7 Deep Learning Methods  
 

The deepplearning methods have deep learning algorithms which have subsets in it. The most 

used deep learning algorithms currently available are supervised, unsupervised and 

reinforcement learning (Vogt, 2018). These subsets have further categories which are the 

following: 

2.7.1 Convolutional neural network (CNN) 
 

A convolutionalnneural network is a specific type of model which accepts the 2- dimensional 

images as input data and time series as well. This method is based on linear operation, the layer 

is always present in one of the networks. The output of the operated convolution is in non-

linear activation function by means of a pooling function (Vogt, 2018). The pooling function 

changes the location of the output and represents the invariants to small data and does 

subsampling of the input. The most common pooling function is max pooling which gives the 

maximum output in rectangular form. The pooling and convolution are layered together to 

obtain a classified way. The main advantage of CNN is their accuracy in image recognition. 

The disadvantages of CNN are that it has a high cost, a lot of training required and also a good 

GPU to run to properly (COŞKUN et al., 2017).  

2.7.2 Recurrent neural network (RNN) 
 

A recurrentnneural network is a type of model which not only processes the current data but 

also the previous outputs as well. These previous outcomes are encoded in hidden form. The 

recurrent neural network can access the previous data automatically which is very useful in the 

sequencing data. The memories are encoded in the internal form in a recurrent neural network. 

The recurrent neural networks are made up of in such a way that they use backpropagation, 

which computes the gradients. The problem in this method is that the data becomes 

immeasurable or extremely small because a number of data is accumulated. The pros of RNN 

is that they are friendly to GPU and have a simple lock step computation. The cons of RNN is 

that they have vanishing gradient and gradient exploding problem. They cannot be used in deep 

models (Du and Swamy.,2013).  

2.7.3 Restricted Boltzmann machine (RBM) 
 

RestricteddBoltzmann machine (RBM) is a type of model which works on 2 variables which 

are connected to each other. The hidden processing helps the restricted Boltzmann machine to 

produce the stimulation on the forward pass while the visible layers help them to work on the 

rebuilding of the backward pass as well. This algorithm is helpful in reducing, classifying and 

many more things. The main advantage of RBM is that the samples created looks like generated 

from your data and pattern completion can also be done by RBM. The disadvantage of RBM 
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is that they are tricky to use with different algorithms and missing values. The loss cannot be 

tracked in RBM (Harrison, 2018).  

2.7.4 Autoencoders  
 

Autoencoders neural networks have 3 layers in which the output is connected directly with the 

input layers. There are a greater number of visible units than the hidden units. They find more 

useful input data to represent the output data. The major advantage of using Autoencoders is 

that they are able to learn non-linear feature and reduce the dimensional stability. The drawback 

of Autoencoders is that they are expensive computationally to train, cannot be uninterpreted 

and the underlying maths is more difficult (Vogt, 2018).   

2.8 Libraries  
 

Libraries are sort of machine learning algorithms, but they differ in their implementation 

method. There are different types of software developed in contrast to machine learning 

algorithms to simply process the machine tools automatically which execute the tasks set by 

the user. They also execute different neural networks and functions (Deeplearning.net, 2019). 

However, they are theoretically same for both the machine learning algorithms. These are some 

of the most commonly used libraries listed below:  

2.8.1 Keras  
 

It is the same as Lasagne, Keras is a high-level state wrapper which keeps running over Theano. 

Moreover, it is additionally ready to keep running over TensorFlow. In contrast to Lasagne, 

which continuously utilizes some Theano code, Keras won't demonstrate any of the 

fundamental work. It is intended to limit overhead, to consider quick and simple prototyping 

of machine learning calculations (Keras.io, 2019). 

2.8.2 TensorFlow  
 

TensorFlow is a Python library and stands separated by being the just one of the significant 

libraries created from the beginning by a real enterprise, while the others have their source in 

the exploration network. TensorFlow has some incorporated personal satisfaction instruments, 

for example, Tensor Board, which enables the client to effectively create charts envisioning 

things, for example, learning rate, model loads, misfortune capacities and that's just the 

beginning. TensorFlow is likewise the main library that can disseminate the remaining task at 

hand crosswise over GPUs on a similar gadget as well as on a few associated gadgets, which 

can be a noteworthy computational pro (TensorFlow, 2019).  

2.8.3 Theano 
 

Theano is a Python library for scientific articulations in Python, created with the objective of 

encouraging examination in profound learning. With Theano you can characterize, upgrade, 

and assess numerical articulations proficiently, utilizing multi-dimensional exhibits. Its 

linguistic structure is like NumPy and this joined with advanced local machine code makes 
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Theano an incredible asset, particularly when actualizing machine learning calculations. 

Theano enhances the selection of articulations before calculation and would then be able to 

make an interpretation of it either to C++ that the program will be kept running on the CPU 

(Deeplearning.net, 2019).  

2.8.4 Lasagne  
 

Lasagne is a python encoder which is simple in building and training the difficult machine 

learning algorithms. This library used to develop and train the neural networks in “Theano”. 

Lasagne used with Theano but cannot be used as a replacement. They are very helpful tools 

(Lasagne.readthedocs.io, 2019).  

2.9  Publicly Available Datasets of Retinal Image 
 

Datasets for machine learning have a number of lists and has a vast range to specifically 

answers the question arouses in the mind of an individual. Datasets are highly important and 

should be of a good quality specifically for theedetection of the diabeticvretinopathy using 

deep learning methods. There are different public datasets can be used for deep learning models 

as following:  

2.9.1 Kaggle datasets  
 

Kaggle.com is an online community that created by google LLC. Kaggle.com is one of the 

most popular sites midst artificial intelligence engineers and data scientists. It provides a lot 

public dataset that can be used for deep learning project. It can be used in academic papers but 

highly depends upon the dataset. Kaggle includes a good number of datasets for analyzing 

diabetic retinopathy in order to compare the results (Kaggle.com, 2019).  

2.9.2 Messidor-2 dataset  
 

Messidor-2 is a type of datasetewhich is an original extended from Messidor database 

particularly for diabetic retinopathy. It has approximately 1748 images. These images were 

taken by the Topcon TRC NW6 non-mydriatic fundus image of retina at an angle of 45 degrees 

(Guillaume PATRY, 2019).  

2.9.3 DRIVE dataset  
 

This DRIVE dataset (Digital Retinal Images for Vessel Extraction) is developed to compare 

the blood vessels segmentation in the retinalaimages which are caused by the long-term 

diabetes mellitus. Different algorithms compare their results with this database and share it 

with the researchers. There are different ways to download these datasets and inspect and 

evaluate the result according to them. The images were taken fromia diabetic retinopathy 

screening program held in the Netherland. It has a good collection of the dataset for the 

evaluation of the diabetic retinopathy that ages between 25-90. It shows 7 indications for mild 

and early diabetic retinopathy. The format of the image is JPEG compressed. The imagesiwere 
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specifically taken by CanonnCR5 non-mydriatic 3CCDccamera at an angle of 45 degrees. They 

are both divided into training and test sets (Isi.uu.nl, 2019).  

2.10 Challenges and Limitations 

Notwithstanding the promising results achieved using deep learning, there are still many 

unresolved challenges facing the clinical applications of deep learning for healthcare. One of 

the main issues faced deep learning applications is data quality. Medical data is very noisy, 

heterogeneous, incomplete and ambiguous, unlike otheridomains where the data are clean and 

well prepared. Training DL models using large datasets and variegate is difficult and requires 

considering numerous issues, such as data discrepancy, repetition, and missing-values (Miotto 

et al., 2017). Paranjpe and Kakatkar, 2014 pointed out in their paper that varying illumination 

across the retina images is one the major challenges facing the automated detection of diabetic 

retinopathy. Also, they stated that the similarity of retinal features such as optic disc, blood 

vessels, and macula is another challenge.  All theseechallenges provide numerous opportunities 

and possibilities of futureeresearch to enhance this field. Therefore, there would be a promising 

future for deep learning in healthcare. 

2.11 Related Work 
 

There are numerous methodologies of automated detection and classification of diabetic 

retinopathy. Several methods are available from the literature that based on neural networks, 

fuzzy C-means clustering, mathematical morphology, pattern-recognition, etc. Table shows a 

comparison of previous studies that carried out for diagnosing diabetic retinopathy 

In 2016, Maher and Dhopeshwarkar presented algorithmsffor an automatedddetection of 

diabetic retinopathyuusing Support vector machine (SVM). Their proposed methodology made 

use of DIARETDB1 of total 89 images and achievedssensitivity of 94 %, specificity of 94.7% 

and accuracyoof 95.38%. 

 

In a work carried by Gargeya and Leng, 2017, automated DR detection has been developed 

and evaluated. They have used local datasets for training, whereas they used the public 

MESSIDOR-2aandeE-Ophtha datasets for testing. Their model achieved AUC of 0.97, 

sensitivity of 94% and sensitivity of 98%.  

 

Raju et al., 2017 in their work built a system for automatic diagnosis of diabetic retinopathy 

usingiconvolutional neural network (CNN). Publicly available Kaggle dataset were used to 

train the network their model. Around 35,000-images were used for training network and 

achieved 80.28% sensitivity, 92.29% specificity on training and achieved accuracy of 93.28% 

on the validation datasets.  

 

Dutta et al., 2018 proposed a model of automated knowledge to identify the major antecedents 

of diabetic retinopathy. In their study, trained proposed model with three types of deep learning 

methods which were Back Propagation-NN, DeepiNeural Network (DNN) and Convolutional 
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Neural Network (CNN). After testing models withiCPU, they concluded that DNN 

outperformed CNN on training accuracy as well as validation accuracy. 

Hemanth, Deperlioglu and Kose, 2019 in their study proposed solution for diagnosing diabetic 

retinopathy fromiretinal images (MESSIDOR) using image processing and deep learning. They 

used HE, and CLAHE approaches for retinal images enhancement, whereas they used 

convolutional neural network to perform DR classification. Different performance parameters 

were achieved such as 97% of accuracy, 94% of sensitivity, 98% of specificity, 94% of 

precision, 94% of FScore, and 95% of GMean.  

Table 1: Comparison of previous studies that carried out for diagnosing diabetic retinopathy 

No. Authors  Year   Datasets  Method  accuracy sensitivity specificity 

4 (Hemanth, Deperlioglu and Kose, 

2019) 

2019 MESSIDOR CNN 97% 94% 98% 

6 (Cao, 2019) 2019 Local datasets Bayesian 

model 

93.5% 0.949 0.928 

7 (Sahoo and Sekhar, 2019) 2019 STARE, 

DRIVE, 

DIARETDB1 

and 

DIARETDB0 

Wavelet 

based Image 

Segmentation 

95.72% 95.87% 96.2% 

9 (Mahiba and Jayachandran, 2019) 2019  Hybrid 

Structure 

Descriptor 

and Modified 

CNNs 

98.41%   

10 (Hassan et al., 2019) 2019 Zhang dataset 

and Rabbani 

dataset 

CNN 94.33%   

11 (Shanthi and Sabeenian, 2019) 2019 Messidor CNN 96.6% and 

96.2%, 

95.6% and 

96.6% 

  

 (Wan, Liang and Zhang, 2018) 2018 Kaggle  CNN 95.68%   

5 (Li et al., 2018) 2018 Internal datasets CNN  92.5% 98.5% 

1 (Raju et al., 2017) 2017 Kaggle  CNN 93.28% 80.28% 92.29% 

3 (Gargeya and Leng, 2017) 2017 local dataset, 

MESSIDOR 2 

and E-Ophtha 

  94% 98% 

2 (Maher and Dhopeshwarkar, 2016) 2016 DIARETDB1 SVM 95.38% 94 % 94.7% 

8 (Jadhav and Patil, 2016) 2016 DRIVE and 

STARE 

Wavelet 

Transform 

95%   
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3 Chapter 3: Methodology  

As it isaindicated in thettitle, this chapter explain in detail what does research methodology 

means. The chapter will explain first the research approach that has been chosen to apply in 

this research. Furthermore, the author explains the research process and the different methods 

that used for data collection that have applied as well as state the sources of data. Then, the 

chapter goes on to discusses the software development methodology which used to complete 

the related product.  

3.1 Research Methodology  

Research methodology is a set of systematic technique that used to solve the problem of 

research, as to how research is done scientifically (Godwill, n.d.). Number of activities was 

performed by the researcher to complete the research work. Under this section, the researcher 

identified the actions that have been taken to investigate the problem of research and described 

the techniques used to identify information to understand the problem. Outlining the research 

methodology is important to explain the purpose of the study and define the problem statement 

clearly to that allow reader to critically evaluate a research’s overall reliability and validity. In 

this section, the researcher answered two main questions in this report which is: How the data 

was collected and, how it was analyzed. The figure below states the flowchart of research 

process.  

 

Figure 3:Research Process Flowchart 

3.1.1 Research approach (Qualitative vs Quantitative)  
 

The method that should be used in a research is an issue that must be considered carefully by 

each researcher who wants to acquire correct and scientifically reliable results, because the 

method has direct impact on the entire research process. From this aspect, selecting an 

appropriate method is crucial for scholars to achieve reliable and accurate results (Rahman, 

2016). The most significant thing the researchers make during research method selection is 

differentiate between quantitative and qualitative data. The table (1) below shows the features 

of qualitative and quantitative research methods.  
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Table 2: Features of Qualitative & Quantitative Research Methods 

 
 

Based on the above table that describe the features of qualitative and quantitative research 

methods, the researcher was used both methods simultaneously iniorder to satisfy the 

objectives of thisrresearch. The researcher used a combination of quantitative and qualitative 

to ensure that the understanding of research problem is enhanced by combining different 

methods of research than either qualitative or quantitative methods alone. In this research, the 

researcher collected both qualitative data (text, images) and quantitative data (numbers). 

Furthermore, one advantage of mixing both approach in the research is that the strengths of 

one approach could make up for the weaknesses of other approach. Also, the researcher was 

able to use more available tools to collect more comprehensive data. This provides outcomes 

with a comprehensive perspective of the research problem. 

 

3.1.2 Sources of Data  
 
There are two different sources of data that the researchers could use to gather data for 

particular research which are: primary data collection and secondary data collection. In this 

particular research, the researcher was used both sources, primary and secondary data in order 
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to achieve an accurate and objective results. The primary data was collected from 

ophthalmologists and patients that have diabetes especially those who have diabetic 

retinopathy. The secondary data was collected from online datasets (Kaggle), journal papers, 

books, websites and newspaper.  

 

3.1.2.1 Primary data  
 
Primaryddata refers to an original data that collected by a researcher for a specific purpose for 

the first time. Primary data is collected directly from primary sources for the main research 

purpose. Gathering Primary data is consumed time and expensive compared to the secondary 

data gathering. The following methods wereeused to collect the primary data for this particular 

research:  

 

 Questionnaire: Therresearcher used questionnaire method because it is faster and 

cheaper than other methods of collection data. The researcher conducted a survey with 

50 people who have diabetes mellites from different age by using SurveyMonkey.  

 Interview: The researcher conducted face toiface interview with ophthalmologist from 

An-Nhada Hospital.  

Justification for using primary data 

Primary data collection is critical because it draw the data directly from the field. The 

researcher got specific information about the research. Primary data is more reliability than 

secondary data because it is collected by the concerned researcher. Furthermore, primary data 

could give a realistic view to the researcher about the research topic. 

3.1.2.2 Secondary data  

Secondaryddata is the data was gathered by other parties or collected from other researches. 

Secondary data methods are analyzing the data that have been already gathered by others for 

some purpose. For this research, literature review is the main method that used to collect 

secondary data. 

 Literature Review: The researcher is pre-reviewed journal papers, books, conference 

papers and dissertations that are relevant to the research topic. The main topics that are 

reviewed are:  

 

 Diabetes Mellites  

 DiabeticcRetinopathy 

 Artificial Intelligence  

 ImageePreprocessing  

 DeeppLearning 
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 Acquiring online datasets: For theppurpose of therresearch, the researcher downloaded 

datasets (retina images) from Kaggle.com that are publicly available with Csv file that 

consist the label of the images (normal, NPDR, PDR)  

 Justification for using Secondary data 

Secondary data helped the researcher to enhance the understanding of the problem statement. 

The researcher used secondary data due to its cost effectiveness. Others have already collected 

the data; thus, the researcher did not need to spend any time, effort or cost into the data 

collection phases. Through using secondary data, the researcher avoided the difficulties related 

to the data collection process. Furthermore, published researches give the reporter more 

information about the research problem. Secondary data allows the researcher to benefit from 

the results of previous studies and access the data that may was impossible for the researcher 

to collect easily such as number of diabetics in Oman, complications of diabetes, symptoms of 

diabetic retinopathy, etc. With the help of secondary data, the researcher can make the primary 

data more specific as well as the researcher was also able to make out what are the deficiencies 

and gaps and the further data that need to be gathered. 

  

3.1.3 Instruments for Data Collection 
 

Dataccollection is anaimportant component for conducting a research and which refers to 

process of collecting data from all the related resources to find the answers of the research 

problem. DataaCollection is a critical aspectoof any type of researchsstudy. Inaccurate data 

collection could influence the findings of the research and lead to invalid findings (Unicef-

irc.org, 2019). As mentioned above, the researcher used mixed methods of data collection to 

collect more comprehensive data. The following methods are used in this research:  

 

 Questionnaire: Questionnaire is a research instrument for gathering data which consist 

a series of questions that related to a research problem for the purpose of collecting data 

from respondents. This an instrument of data collection allows the researcher to collect 

data from a large audience. For this research, the researcher used quantitative 

questionnaire that contain closed-ended questions with multiple choice about diabetes 

mellites and diabetic retinopathy. The researcher searched for diabetes people from his 

society and mailed the questionnaire through WhatsApp to them because it is faster and 

consumed low cost. The results of questionnaire of this research analyzed using 

quantitative instruments such as bar-charts, pie-charts, and percentages. 

 

 Interview: Interview is qualitative method of data collection and is the most common 

data collection method used in qualitative healthcare research. This method is the most 

appropriate where detailed insights are needed from individual participants. For this 

research, the researchercconducted a faceetoefaceeinterview with ophthalmologist by 

using a semi-structured interview that contain of several key questionstthat assist the 
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researcher to define the fields to beeexplored. A complete description of a research 

problem is offered to the researcher through interview. 

 

3.2 Software Development Methodology  
 

Software development methodology is a framework of software engineering that follows a 

development life cycle approach (SDLC) and involves different processes for developing an 

information system. Developers should choose an appropriate software methodology to build 

the system based on the aims and objectives of the project (S, 2017). There are various software 

development methodologies as shown below in table (2):  

 

 
Table 3: Software Development Methodologies 

3.2.1 Selected Software Development Methodology  
 

Based on the above table that describe the various software methodologies, the suitable 

methodology for “AutomateddDetectionaandaClassificationoof DiabeticcRetinopathy using 

Deep Learning” project was Agile methodology. The researcher used agile methodology 

because it uses the concept of constant feedback and iteration in order to improve the system 
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that is under development. Agile methodology is considered as unstructured model and its 

process is divided into individual models.  

 

Justification for using Agile Development Methodology  

 

The project is developed using the concept of data science “deep learning technique”, agile 

software development methodology made the project easier and organized as the researcher 

could use cycles. With each cycle, the researcher could learn something new and were able to 

iterate back to improve the results. Moreover, one of the core characteristics of agile 

development is iterating continuously. Deep learning project required multiple iterations before 

reaching final results and for developing prediction model, the researcher found that the agile 

methodology is best methodology for his project. Also, deep learning project has multiple 

outputs before reach any conclusion and the researcher should share these intermediate outputs 

such as sensitivity, specificity and accuracy of training stage, so agile methodology allows the 

researcher to share these outputs. Data science project need to define objectives and follow 

critical path to achieve them and using agile methodologies would be the appropriate for that.  

 

3.2.2 Agile Development Methodology Process 
 

 “AutomateddDetection & Classification of DiabeticcRetinopathy using Deep Learning” 

project is developed in a cyclic iterative loop that leading to continuous data modeling, 

preparation, and evaluation. This approach is started by an iterative loop between business-

understanding and data-understanding, and then move to an iterative loop between data-

preparation and data-modeling, which therefore shift to an evaluation stage, which divides its 

results to deployment stage and return to the business-understanding. Phases of agile 

methodology framework are illustrated in figure 2 and described in detail as below:   

1. Business-understanding phase includes understanding rules and business objectives 

of the project and creating a project plan.  

2. Data-understanding phase involves collecting data with high quality as well as 

exploring it.  

3. Data-preparation phase involves data preprocessing to import it into training and 

testing models.  

4. Modeling phase involves selecting an appropriate DL technique to be used for the 

project.  

5. Evaluation phase reviews and evaluate the process based on the business objectives. 

Evaluate if the model achieved project objectives or need further data.  

6. Deployment phase presents the results in a convenient format to the users. 
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Figure 4: Agile Development Methodology Process 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

4 Chapter 4: Project Management 
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Project management (PM) is the main objective to guarantee that the final project is success. 

PM refers generally to the practice of starting, planning, executing, monitoring, and closing the 

work to achieve project objectives at the specified timeline. The project becomes successful 

when all project objectives have been followed and achieved within time frame. For this 

project, an agile project management has been selected and which is an iterative process that 

emphasis on the incessant monitoring and improvement of deliverables. This chapter describes 

different components of project management such as tasks schedule, work breakdown structure 

(WBS), milestone, deliverables, project management risks, etc.  

 

4.1 Project Phases 
 
During this project, different phases is determined by the project developer to complete the 

project. In the concept of project management, the project is organized into five phases as the 

following: 

 

 Initiation Phase: This is the first phase of the project management lifecycle. At this 

stage, the project is defined at a broad level and initiated. During this phase, project 

objective is defined, and the project charter is completed.  

 

 Planning Phase: After the project is initiated, it needs a plan for scope, duration, 

resources, risk, etc.  to guide the project team, as well as assists them understand the 

scope and timeline of the project 

 

 Execution Phase: This phase takes the longest amount of time of overall project time 

line as well as require more efforts than other phases. At this stage, acquiring all 

essential resources that required to accomplish the project. During this phase, 

deliverables of the project is developed and completed.  

 

 Monitoring and Control Phase: This phase is occurred at the same time of Execution 

Phase. During this phase, the project team should monitor tasks for scope creep and 

calculate the key performance indicators (KPI) to prevent project failure.  

 

 Closure Phase: At the final stage, the project is formally closed, and the final 

deliverables are released as well as hand over the project documentation.  
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Figure 5:Project Management Lifecycle 

4.2 Project Task list  
 
Project task list is the main base for any project, and which also known as a checklist. Project 

task list describe the steps that the project team should follow to complete full project. It shows 

the main tasks as well as the sub-tasks of a project with the timeline. The Table below shows 

the task list for “AutomateddDetection andaClassification of DiabeticcRetinopathy using Deep 

Learning for Smart Health in Oman” project with time frame.   

 

 
Table 4: Project Schedule 
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4.3 Work Breakdown Structure (WBS) 
 
A workebreakdown structure (WBS) is a high-level method that shows the critical work tasks 

of a project in a graphical chart called hierarchical tree structure. WBS divide individual tasks 

into subtasks and organizes the members’ work into manageable sections. The figure below 

shows the hierarchical tree structure (WBS) of the project.  

 

 
Figure 6: A work breakdown structure (WBS) 
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4.4 Project Management Risks 
 

Throughout the life of the project, the project team should ensure that risks are actively 

identified as early as possible in the project so as to reduce their influence.  

 

4.4.1 Project Risks  
 
The following table describe the risks for the project:   
 

Risks  Description  Occurrence of 

Risk  

Impact  

Project Schedule  The project tasks may take longer time than 

expected. Delayed in the completion of the 

project tasks typically effect the project 

benefits and might loss of its competitive 

advantage. 

low High  

Project Performance  The final project may fail to produce the 

expected results such as sensitivity, 

specificity, & accuracy.  

Medium  Medium  

Data availability  The collected data may not enough to train 

and test deep learning model to achieve 

high accuracy.  

low High 

High cost The cost of resources that are required for 

this project is high such as laptop.  

Medium low 

Acquiring real data 

images with labels  

Collecting real fundus images from a 

leading hospital in Oman for this project is 

too difficult.  

High   Low  

Version Compatibility While running the DL model, many errors 

occurred because sometimes the version of 

anaconda and TensorFlow do not 

compatible with python packages version.   

High High 

Device Storage  To get high accuracy, the project task 

requires to train more images, but the model 

cannot train huge number of images 

because the device storage is not enough.  

High High 

Table 5: Project Risks 

4.4.2 Mitigation Plan 
 
The table below shows the strategy of mitigation for the project risks: 

 

Risk  Strategy of Mitigation 

Project Schedule Make a great effort to complete the project on time. 
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Project Performance Increase the number of retina images that used to train the 

model to get high accuracy as well as do not used a 

complicated algorithm.  

Data availability Collect online dataset from various websites such as Kaggle 

and Medissor-2. 

High cost Use the available recourses or buy equipment with low cost.  

Acquiring real data images with labels Get No-Objection Certificate from the Hospital to collect real 

data.   

Version Compatibility Download an appropriate python packages version that 

suitable for anaconda and TensorFlow version.   

Device Storage Increased the device storage to be able to handle huge number 

of images.  

Table 6: Strategy of Mitigation 

4.5 Project Budget 
 
The following project budget plan is used for this project to estimate the total cost of a project 

includes a detailed estimate of all costs:  
 

Expenditure Description Budget Requested (OMR) Justification for Expenditures 

1. Equipment   

Laptop (MacBook Pro) 700 OMR Laptops are required for the project 

developer to complete the project such build 

DL algorithms, write the final reports, etc. 

Hard Disk 30 OMR Hard Disk with more than 500 GB is 

required for project backup 

Printer  50 OMR Printer is needed to print out the final report.  

2. Online Courses    

DataCamp Courses  45 OMR  Project developer need an online course to 

increase his knowledge in artificial 

intelligent, Machine learning, and Deep 

learning to complete the project.  

3. Software    

MS project 10 OMR MS project is required to prepare project 

plan. 

Microsoft Office (Word) 40 OMR To write the final report, the researcher 

needed for Microsoft Office.  

4. Consultant Fee   

Atoms Lab (privet company) 10 OMR Some consultations are required for project 

developer to clarify about some topic 

related to the project.  

4. ITA course     
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Artificial intelligence (Python 

& TensorFlow) course 

25 OMR Attend this course to increase awareness 

about Python & TensorFlow 

Table 7: project budget plan 

4.6 Project Assumptions 
 
The following assumptions are related to project and which were made during project plan 

preparation: 

 

 Once new information and issues are exposed, the project plan might change. 

 The project developer will make huge effort to complete project goals and objectives. 

 The project developer will stand by the guidelines identified within the project plan. 

 Project will be completed within the time specified in the project timeline.  

 The project developer will always available to complete project tasks and objectives. 

 Collect enough fundus images to train and test model and consequently get high accuracy.  

4.7 Gantt Chart for The Research Project 
 
The figure below shows the timeline for overall research project:  
 

Task Mar Apr  May  Jun  Jul  Aug  Sep  

No. Weeks 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 

Select Project 

Title  

                        

Prepare 

Project 

Proposal  

                      

Chapter 1 

Introduction 

                        

Chapter 2 

Literature 

Review  

                     

Chapter 3 

Methodology  
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Chapter 4 

Requirement 

Gathering & 

Analysis   

                       

Chapter 5 

Project 

Management 

                        

Chapter 6  

Design & 

Implementatio

n  

                      

Chapter 7 

Discussion & 

Results  

                       

Chapter 8 

Conclusion  

                       

Review Final 

Report & 

Submit 

                       

Final 

Presentation  

                        

Figure 7: Gantt Chart for The Research Project 
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5 Chapter 5: Requirement Gathering & Analysis  
  
This chapter contains description of data gathering methods that used for this research as well 

as the analysis of data that were gathered. 

 

5.1 Study Population  
 

Due the increasing prevalence ofddiabetes and diabeticcretinopathy in Sultanate of Oman, this 

research emphasis on the diabetes patients in Oman with different age group of people. 

 

5.2 Data Collection  

Toaachieve the research objectivesaand response to the researchqquestions, different data 

collection methods used which deals with two types of data source: primary and secondary. 

The task of collecting data took place after identifying the research problem evidently.  

5.2.1 Collecting Data Procedure 

Questionnaires and interview were used toccollect primaryidata, while the secondaryadataawas 

collected from literatureereview and online datasets.  

5.2.1.1 Primary Data collection through questionnaire 

The questionnaire is one of the most prominent tools used in scientific research. The 

questionnaire consists of a variety of questions, which are related to each other in a way that 

achieves the goal sought by the researcher through the problem posed by his research 

(Research-Methodology, 2019). For this research purpose, set of questions has been prepared 

related to the research topic to collect primary data from respondents using SurveyMonkey 

(Surveymonkey.com, 2019). Because to free account, SurveyMonkey allowed the researcher 

to prepare ten questions only. The questionnaire prepared for diabetes patients to obtain 

statistically information about diabetes mellitus and diabetic retinopathy. The researcher 

prepared structured questionnaire which used only close ended questions that does not require 

much effort to show the result. The questionnaire was sent to 50 respondents (diabetes patients) 

through WhatsApp. The results of the questionnaire were analyzed as below:  

Table 8 shows the personal profile of the participants that were involved in the questionnaire. 

Out of 50 participants, 26 were males and 24 were females. Most of the participants were 

between the age group of 25 -64 years.  

Table 8: Personal profile of the participants 

Participants profile Categories Percentage/number  

Gender? 

 Male  26% 
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 Female  24% 

Age? 

 Under 18 2% 

 18-24 2% 

 25-34 18% 

 35-44 10% 

 45-54 18% 

 55-64 26% 

 65+ 24% 

Table 9 represents participants information about diabetes and diabetic retinopathy. 26 % of 

total participants have type 1ddiabetessand 32 % have type 2ddiabetes. Whereas 42 % of total 

participants don’t know which typeeof diabetes they have. Theeduration ofodiabetes mellitus 

in these participants ranged from 11 to 15 years. 93 % of total participants have a family history 

of diabetes mellitus. The analysis showed that 38 % of participants have diabetic retinopathy. 

22% of total participants undergo their eye checkup every three months and 16% participants 

every six months. Whereas 62% of participants undergo their eye checkup yearly and that 

means they don’t have diabetic retinopathy.  

Table 9: Diabetic Profile & DR Related Information of Participants 

profile Categories Percentage/number 
Type of diabetessmellitus 
 Type 1eDiabetes (T1D) 26% 

 Type 2eDiabetes (T2D) 32% 

 Don’t know 42% 

Duration of diabetes mellitus in years 
 0-5 24% 

 6-10 24% 

 11-15 30% 

 16-19 12% 

 20-25 6% 

 26+ 4% 

Family history of diabetes mellitus 
 Yes  62% 

 No  20% 

 I don’t know 18% 

Complication of diabetes mellitus 
 Diabetic Retinopathy  38% 

 Diabetic Nephropathy 8% 

 Neuropathy (Nerve 
Disease) 

16% 

 Dermopathy 14% 

 Diabetic Foot Disease 24% 

 Cardiovascular Disease 14% 

 Hearing Impairment 10% 

 Alzheimer's Disease 0% 
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 No complication  36% 

How often you undergo an eye checkup? 
 Every three months 22% 

 Every six months 16% 

 Yearly  62% 

Table 10 represents knowledge of participants about diabetes mellitus & eye health. 91% of 

total participants think that good diabetes control may prevent diabetic retinopathy, whereas 

4% don’t think so and 6% they don’t know. A high percentage (80 %) of participants think 

diabetes can lead to blindness. Only 12 % participants didn’t know if diabetes can lead to 

blindness or not. The analysis showed that 52 % of participants think that diabetic retinopathy 

is a treatable condition, whereas 14 % participants don’t think so.  

Table 10: Questions Related to Diabetes Mellitus & Eye Health 

Questions Related to 
Diabetes Mellitus & Eye 
Health 

Categories Percentage/number 

Do you think that good diabetes control may prevent diabetic retinopathy? 
 Yes  91% 

 No  4% 

 I don’t know 6% 

Do you think diabetes can lead to blindness? 
 Yes  80% 

 No  8% 

 I don’t know 12% 

Do you think diabetic retinopathy is a treatable condition? 
 Yes  52% 

 No  14% 

 I don’t know 34% 

 

5.2.1.2 Primary Data collection through Interview 

An interview is an important tool for obtaining information from human resources and is used 

in various fields such as medicine, journalism, education and staff selection. Interview is 

definedaas a verbal interaction betweenbtwo people in a confrontational position. One of them, 

the interviewer, tries to provoke some information or expressions about the other person, which 

is about his or her views and beliefs (Research-Methodology, 2019). For the purposes of this 

research, face to face interview was conducted with ophthalmologist. The interview was 

conducted to collect valuable information about the ophthalmology field, specifically on 

diabetic retinopathy. The researcher asked ophthalmologist different questions about diabetic 

retinopathy, and the screening process for diabetic retinopathy.  

5.2.1.3 Secondary Data collection through literature review 
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A literature review is an objective and critical summary that evaluates the existing researches 

that are related on a topic under consideration for study (Research-Methodology, 2019). For 

this research, the researcher read the published researches and got a good grasp of diabetes 

mellitus and diabetic retinopathy. A literature review described what others have published in 

the form of a set of summaries and critically discussed the results that others found in their 

researches about sensitivity, specificity, and accuracy of automated detection of DR. Moreover, 

literature review provides a comparative table of the performance of deep learning techniques 

that were used by the other researches to detect DR. The researcher emphasis on the journal 

papers that are recently published.  The main keywords used to search for journal papers are 

diabetes mellitus, diabetic retinopathy, deep learning, machine learning, CNN, fundus image, 

etc.   

 

5.2.1.4 Secondary Data collection through online datasets (fundus image) 

The most significant data for this research is fundus images which collected from online 

sources. Kaggle.com is one of the mostipopular online community of machine learners and 

data scientists which allow users to findaimageedatasets, CSVs, financialdtime-series, movie 

reviews, etc. (Kaggle.com, 2019). For this research study, the researcher downloads dataset of 

high-resolution color retina images and CSVs file. The dataset was released in the 2015 

diabeticcretinopathy detection competition (https://www.kaggle.com/c/diabetic-retinopathy-

detection). The image dataset divided into two folders: one for training (8,409 images) and 

other for testing (11,381 images). The dataset contains leftiand right retina images for every 

patient (e.g. right.jpeg means the right eye of patient).  Training dataset contains normal images 

and imagessof different grades of diabeticvretinopathy including NPDR (grade-1, grade-2, 

grade-3) and PDR (grade-4). While the CSVs file is train labels that contain the labels for those 

images in training dataset as shown in figure 8. 

Table 11: DR Grades Details 

 

 

DR Grade  Description  

Normal  Diabetic retinopathy absent 

Mild-NPDR Microaneurysmsionly  

Moderate-NPDR 1. Microaneurysms 

2. One or more of exudates 

Severe-NPDR Anyiof theifollowing: 

1. Microaneurysms and exudates 

2. Intra retinal micro vascular 

abnormalities  

3. Venous beading  

PDR Eitheroor both of the following: 
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Figure 8: CSVs file 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. New vesselsielsewhere 

2. New vesselsion the optic 

3. Neovascularization  
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6 Chapter 6: Design and Implementation 
 

In this chapter, first an introduction is given to diabetic retinopathy as well as its impact. Then 

the proposed methodology framework is explained that implemented in neural network, by 

building a CNN model to train the system to detect and classify diabetic retinopathy. 

 

6.1 Diabetic Retinopathy (DR) 
 

Diabetic retinopathy isoone of the eye complicationsccaused by diabetes which occurs when 

diabetes affects the small blood veins and therefore affect vision. This disease occurs due to 

damageoof blood vesselssin the light-sensitivettissues in the backoof theeeye (retina). This can 

happen to anyone with type 1 diabetes or type 2 diabetes. The greater duration of diabetes, the 

likelihood of complications in the eye. At early stages, diabetic retinopathy symptoms may not 

appear clearly and only causes minorrvision problems, but it canieventually lead to blindness. 

As the condition worsens, symptoms of diabetic retinopathy may include pockets or dark lines 

floating in the vision, blurredivision, vision is volatile, vision is weak for colors, dark or empty 

areas in vision, losssof sight. Diabeticiretinopathy often affects both eyes (Nei.nih.gov, 2019). 

 

High blood sugar can lead to a blockageiin the tiny blood vesselsithat nourishithe retina. In 

response, the eye tries to create newibloodivessels, but theseevessels do not groweproperly and 

can leakeeasily. There are twoitypes ofidiabetic retinopathy: 

 

I. Early diabetic retinopathy  

 

This type is more common and is known as non-proliferativeidiabetic retinopathy (NPDR). 

When infected with this type, do not grow new blood vessels but the walls of bloodivessels of 

the retina weaken and cause leakage of blood and fluid inside the retina (Wu, 2013). NPDR 

may progress through three stages as shown in table 12:  
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Table 12: Non-Proliferative Diabetic Retinopathy Stages 

 
 

 

II. Advanced diabetic retinopathy  

 

Diabeticiretinopathy can develop into this advanced and severe type of disease known as 

proliferativeiretinopathy (PDR). When this type occurs, the damagediblood vessels close 

which then causingithe growth of new and abnormal blood vessels within the retina and can 

leak into the transparentigel that fills the middle of the eye (the glass body). 

 

The tissue damage caused byethe growth of the neweblood vessels can cause detach theeretina 

from theiback of the eye. If the bloodivessels overlap with the normaliflow of fluids outside 

the eye, the pressure can accumulate inside the eyeball (Wu, 2013). This can cause damage the 

nerves that transmits the images from the eye to the brain (optic nerve). The figure 9 is an 

image that shows PDR symptoms.  
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Figure 9: Example image of Proliferative Retinopathy (PDR) 

  

III. Diabetic macular edema (DME) 

 

Diabeticcmaculareedema (DME) occursiwhen fluid accumulation in an area of macula because 

of leaking blood vessels.  Macular is an important part of the retina that controls the most 

abilities of detailed vision. Diabetic retinopathy is a disease that destroys small blood vessels 

in the retina, leading to impaired vision. If these blood vessels are left untreated, they begin to 

increase the pressure in the eye and leak the fluids, causing the DME to occur (Wu, 2013). 

 

6.2 The Importance of Deep Learning  
 

As it has already mentioned above, diabeticcretinopathy is aadisease that affects the eyessof a 

patient. Mainly, it caused byidamage of bloodevessels of theilight-sensitivettissuesaat theeback 

of the eye. In many countries, deep learning is one of the crucial methods used for the detection 

of diabeticiretinopathy. It is an advanced learning method that accurately detects diabetic 

retinopathy. This type of learning method plays an important part to develop a new solution of 

critical disease like cancer, diabetes, diabetic retinopathy, etc. A study explained that a deep 

learning advance method used to detect the symptoms of diabetic retinopathy (Abràmoff, et 

al., 2016). Due to the increasing prevalence of diabetes disease, the demand for diabetic 

retinopathy detection methods is also increasing. 

 

6.3 The Significant of Early Detection of Diabetic Retinopathy 
 

The cause of diabeticcretinopathy is blindness and is one of the most commonicomplications 

of diabetesimellitus. Therefore, doctors insist on the importance of prevention and early 

detection of DR. Symptoms of diabetic retinopathy do not appear at early stage until the disease 
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progresses, and sometimes the condition cannot be treated. Therefore, early detection of 

diabetic retinopathy helps to obtain effective treatment for minimizing damage to vision as 

well as early detection of diabetic retinopathy makes avoid blindness for 90% of patients. In 

Oman, diabetes patients diagnose first manually in the primary health care establishments of 

the Ministry of Health (MOH). Then, if the patients are affected with diabetic retinopathy, they 

will transfer them to secondary health care establishment. Sometimes, some DR patients are 

transferred late to the secondary health care establishment and this leads to patient’s condition 

worsens and likelihood to lose their vision. Moreover, the workload of the ophthalmologist is 

too big because they follow manual way to diagnose diabetes patients and might take 30 min 

for each patient. Thus, an urgent need for automated system to assist ophthalmologist in the 

primary health care to detect and classify diabetic retinopathy.  

 

6.4 Proposed Method  
 

The proposed method makes use of convolutionalnneural network (CNN) to detect and classify 

diabeticcretinopathy. Twoomain types of diabeticiretinopathy whichaare non- proliferative 

diabeticiretinopathy (NPDR) andiproliferative diabetic retinopathy. The initial stage is data 

collection which are collected from online public dataset ‘Kaggle’. The second step is image 

preprocessing that performed during training itself. The Feature selection stage is carried out 

by convolutional layers to extract only the significant features for DR grades. After the model 

is trained, the saved model will used to predict diabetic retinopathy and classify into different 

stage. The block diagram for automated detectionaand the classification of diabetic retinopathy 

is as shown in the Figure 10. 

 

Figure 10: Proposed Method for DR Detection and Classification 
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6.5 Implementation 
 

6.5.1 6.5.1: Tools and Technologies  
 

The following table shows hardware and software parameters that used for this work:  

 
Table 13: Software & Hardware Parameters 

Software & Hardware Parameters 

Operating system  MacBook Pro (13-inch, 2016, Two Thunderbolt 3 ports) 

Processori  2 GHz Intel Core i5 

Memoryi  8 GB 1867 MHz LPDDR3 

Graphicsi  Intel Iris Graphics 540 1536 MB 

Environment  Keras, TensorFlow  

Python  Version 3.7  

TensorFlow  Version 1.13.1 

Anaconda Navigator  Version 1.9.7 

Spyder editor Version 3.3.5 

 

 

o Anaconda Navigator: An open source innovation designed for Python data-science and 

machine learning that allows to launch applications to streamline packages management 

and deployment. 

o Spyder: an open source and powerful scientific environment designed for and by 

engineers, scientists, and data-analysts. It provides functionality of a comprehensive 

development tool and combination of the advanced editing, debugging and analysis. Spyder 

comes installed with anaconda navigator. 

o TensorFlow: An openisource library for dataflowiprogramming that makes machine 

learning easier and faster.  

o Keras: Python library which is on top of TensorFlow machine learning framework that 

developed byiGoogle in collaboration with Brain Team. Keras allows users for fast and 

easy prototyping and supports convolutional-networks and recurrent-networks as well as 

combinations of both. 

o Convolutional NeuraliNetwork: A ConvolutionaliNeural Network (CNN/ ConvNet) isaa 

branch of deepplearning algorithm and is a form of Feedforward-Neural-Networks. The 

figure 11 shows a typical schema of CNN. CNN used for image analysis and interpretation, 

including medical imaging. The first part is feature extractor which involves of 

convolutional andimax-pooling layers, while the second part of CNN is the classifier (fully 

connected layer) that performs non-linearitransformations of theiextracted features (Pratt 

et al., 2016).  
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Figure 11: Convolutional Neural Network schema 

 

The above figure illustrates the basic CNN architecture which designed as a series of stages. 

The training formula in CNN is sequential process that involves various iterations to enhance 

the parameters and extract distinguishing characteristics from input images. The first three 

training phases consistoof convolutional layers and pooling layers.  The output layer consists 

of three fully-connected layers, while and the last layer is the softmax function that showing 

whether there is diabetic retinopathy or not. 

 

6.5.2 The Action Plan 
 

o Phase 1 - Dataset Collection: The initial stage of the proposed method is data collection. 

The retina dataset that used for this research is provideddby Kaggle diabetic retinopathy 

detectionccompetition that was released in the 2015 for diabeticcretinopathyddetection 

competition (https://www.kaggle.com/c/diabetic-retinopathy-detection). Kaggle dataset 

holds 88,702 high-resolutioniretina images that captured under a varietyiof imaging 

conditions. Theidataset also contains some poor-quality retinal images which make it 

difficult for algorithm to classify the DR accurately as illustrated in Figure 12. 

 

Figure 12: Some Poor-Quality Retinal Images of Kaggle Dataset 

Dataset consists high-resolution color retina images which labelledvinto fivecclasses (No 

DR, Mild, Moderate, Severe, Proliferative DR). The images were graded by 

ophthalmologists based on standard severity scale.  The left and right images were reported 

for each patient. The dataset is splitiinto training set with 1000 images and testing setiwith 
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300 images. To improve the training accuracy, the images resized into 512*512*3. Table 

14 illustrates the distribution between the different DR grades in the training set of the 

dataset. 

 

DR grade Grade name No. image Percentage 

G-0 NoiDR 722 72.2% 

G-1 Mildi 69 6.9% 

G-2 Moderatei 164 16.4% 

G-3 severei 28 2.8% 

G-4 PDR 17 1.7% 
Table 14: Distribution Between the Different DR Grades in the Training Set 

 

o Phase 2 - Import Required Libraries and Split the Dataset: To build CNN models for 

this work, different python packages are downloaded using anaconda and then imported 

such as: NumPy for expressing images, matplotlib for graph plotting, Pandas, OpenCV, 

etc. Kaggle dataset is used for this work and already split into training images and testing 

images.  

 
Figure 13: The imported packages 

 

o Phase 3 - Image Preprocessing and Augmentation: Gathering datasets usually 

follows a number of preprocessing steps before they are feed into the neural network 

model. This study doesn’t perform any manual preprocessing before training the 

models. The CNN model makes use of Keras preprocessing which is 

“Keras.preprocessing. image.ImageDataGenerator” that performed during training 

itself. This includes flipping the image vertically or horizontally, image rotation, 

shifting the imageileft / right / top / bottomiby some amount, zoom or shear the image 

etc. 

 

The dataset provided by Kaggle is extremely unequal in number for five grades of 

diabetic retinopathy. Most of images in the dataset belongs to the grade 0 (no DR) and 

only a very few images belong to grade 3 (NPDR- severe) and grade 4 (PDR). Thus, to 

uphold the equilibrium among images number, the dataset was augmented by 

performing images rotations. 
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Figure 14: Code for Data Augmentation 

 

o Phase 4 - Building the CNN Model: The Sequential model is selected for this study 

because it’s the easiest way to build a model in “Keras” and allows to build the model layer 

by layer. To implement CNN, convolutional layers were stacked up first and then followed 

by “max-pooling” layers. The “Dropout” layers were included to avoid overfitting. Then 

flatten layer added that convert the matrix into a liner array.  

 

I. Convolution:  The main aim of convolutional layers is feature extraction from 

input images. Convolutional layers maintain the spatial relationship between 

pixels byhlearning the features of imagessusing small squares of images. Each 

image considered as a matrix of pixel values. This model consists of three 

convolution layers (Conv2D) that will deal with input images, which are seen 

as two-dimensional matrices and gives the responses of that filter at each spatial 

position. The Convolutional Layer comprises of a set of filters.  

 

Kernel size is the size of convolutional filters matrix. This work makes use of 

the popular choice of kernel sizes which is (3*3). As well as, the input shape is 

specifying by the first layer. The input shape of input images rescaled into 

(512*512*3). 

 

 The acquired matrix is known also the feature-map. There is also additional 

operation called Rectified Linear Activation ‘ReLU’ and used after each 

convolutional operation to make the neural network easier to train and achieves 

better performance. 
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II. Polling: Pooling layers are also called subsampling and used on activation maps 

to avoid overfitting. Pooling Layers decreases the dimensionality of every 

feature map but preserves the most significant data. These layers would often 

follow Convolutional Layers in architecture of CNN. 

 

 

 
 

III. Dropouts: Dropouts is a regularization technique that used in the model to 

reduce the overfitting in the neural networks and improve generalization of 

neural network. Dropouts drop randomly the connections between neurons and 

force the network to discover new paths.  

 

IV. Flatting: Flatten layer is the last stage of CNN model and it is connected to a 

fully-connected layer. Flatten layer convert the data into one-dimensional array 

and create a single long feature vector to input it to the next layer. 

 

 

 
 

o Phase 5 – Full Connection: The fully-connected layer ‘Dense’ is added and followed by 

‘softmax’ function. Dense layer is used for output layer that perform classification on the 

featuresiextracted by the Conv2D layers andidown-sampled by the max-pooling layers. 
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Everysnode in the Dense layerris linked to everynnode in the previous layer. This step use 

‘Softmax’ activation functionithat turns numbers intoiprobabilities that sum to one. This 

functionioutputs a vector and the CNN model makes its “prediction” based on which choice 

has the highest probability. The following figure illustrates the final network structure that 

used for this study: 

 

 
Figure 15: The Final Model Structure 

 

o Phase 6 - Compiling the Model: Compiling the model and configure the learning process 

should take place before training a model via the compile method which expects three 

parameters: optimizer, loss function, and metrics.   

 

 Optimizer: The optimizer is one of the two arguments needed to compile Keras model. 

‘Adam’ optimizeriwhich stand for Adaptive Moment Estimation and is used to control 

the learning rate throughout training. Learning rate defines how quickly calculate the 

optimal weights for the model. The smaller learning rate might result to more accurate 

weights, but the time will be longer that taken to calculate the weights. In the compiling 

model, the optimizer is instantiated before passing it to “model.compile()”.  

 Loss function: Compiling model makes use of “binary_crossentropy” loss function. 

The lower score of loss function indicates that the model is performing better. 
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 Metrics: The metrics function used to judge the model performance. The ‘accuracy’ 

metric is used for this model to show the accuracy score on the validation set when 

training the model. 

 

 
Figure 16: Compiling Model 

 

o Phase 7 - Training the Model: To train the model, “fit () function” is used with following 

parameters: training data (Xtrain), target data (trainY), validation data (Xval, valY), and 

the number of epochs. For validation data, the dataset split into Xval and valY. Epochs 

refers to the number of times that the model will be cycle through the data. The more epochs 

are set, the more the model will be enhanced up to reach a certain point. For this model, 15 

epochs are set with 64 of batch size. 

 

 
Figure 17: Training Stage 

 

o Phase 8 - Saving Model: After trained the model, the model is saved into the disk to load 

it later in order to make predictions as show in figure 18. 

 

 
Figure 18: How to save the model 

 

o Phase 9 -Testing: Onceithe networkihas been trained with enough learning examples, it 

reaches a pointiwhere you present it with anientirely new setiof inputs it's never seen before 

and seeihow it responds.  

 

The retinal fundus images are tested on convolutional neural network model that already 

trained. The test images were resized into the same size as that of the model in which it was 
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trained with, so that the test can be performed accurately. Then, the fully.connected.layers 

are converted into the original.convolutional.layer.filter.size and then a 

class.score.is.assigned.to all the input images. With the assist of these class.scores will then 

be able to differentiate between the five different grades of DR namely, Normal.(0), Mild-

DR.(1), Moderate-DR.(2), Severe-DR.(3), PDR.(4).  
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7 Chapter 7: Experimental Result Analysis 

In the previous chapter, the proposed system of this study and implementation of algorithms 

have been discussed. The previous chapter demonstrated how the dataset collected, description 

of dataset, and algorithms that used. This chapter discusses about the results that achieved from 

the experiments upon the implementation of these algorithms. The dataset divided two parts, 

training anddtesting dataset. Theeresult of thedtraining and testingfdataset will be show in this 

chapter. As mentioned in the previous chapter that this study makes use of supervised machine 

learning algorithms. Convolutional neural network method is the selected deep learning 

approach to achieve research objectives. In thissstudy, the deep learning algorithms was 

proposed for images classificationoof diabetic retinopathy. From this study, the following 

points are observed:    

7.1 Performance on Dataset  

As mentioned in the previous chapter, this study used retinal fundus from Kaggle dataset. 

Kaggle dataset comprises more than 80,000 images (Pratt et al., 2016) and this project used 

1000kimages only forotrainingaand 300 images for testing because this project performed in 

CPU (MacBook pro) and this is a big limitation faced this study. With just 1000 images (750 

for training and 250 for validation) the model only achieved 89% of training accuracy. From 

the plot of accuracy in the following figure 19, the trend for accuracy still rising for the last 

few epochs and that means if the model trained for more images it will obtain higher accuracy. 

 

Figure 19: Training Accuracy with 1000 images 

 

7.2 Performance on Image Preprocessing  

Image pre-processing is used commonly in the medical image and is essential for feature 

extraction in classification of diabetic retinopathy. Retinal fundus images are often deteriorated 

due to the high noise and different sources of interference in the imaging processes. Improving 
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the appearance and visual quality of images might help in the medical images interpretation 

and also might improve the diagnostic decision. Preprocessing of the retina image can help to 

improve detect the features that required and makes feature extraction easier as well as obtained 

better performance. 

As mentioned in the previous chapter, the preprocessing is done during training itself in this 

work. The experiment results on the Kaggle dataset, CNN model achieved 89% of accuracy 

with preprocessing of retina images. From the experiment results, can observed that the image 

preprocessing techniques has a vast influence on DR detection and boost the performance. 

7.3 Performance on Tune Parameters  

The tune parameters like learning rate, epochs, etc., can improve the performance of CNN 

model. Huge number of epochs not necessarily improve the model performance. There is no 

magic rule for how specify the number of epochs. According to many experiments, the project 

specified only 15 epochs. Figure 20.a illustrates that the model works best with 15 epochs. 

Whereas in the figure 20.b, the model was trained on 30 epochs, but the last epoch achieved 

80% of accuracy. That means, increasingrthe number of epochs willnnot always enhance the 

modelpperformance.  

 

Figure 20: a) Training with 15 epochs, b) training with 30 epochs

Also, the dropout layer in the CNN model improved the performance because it a way to 

prevent the networks from Overfitting. Moreover, the neural network for this project used 

Adam optimizer because it has very little memory requirement as well as due it’s 

computationally efficient. 
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7.4 Performance on Loss Function  
 

The model in this work is compiled using ‘binary_crossentropy loss’. This may seem 

unreasonable because for multiclassification should use ‘categorical_crossentropy loss’. 

Binary_crossentropy loss penalize each output node independently.  

 

One of the experiments carried out by this study using 100 images achieved 90+ of accuracy 

using 15 epochs and ‘binary_crossentropy’ loss function. Meanwhile, the same model achieved 

85% only by using categorical_crossentropy even using 50 epochs. Moreover, the training loss 

and validation loss are too high while using categorical_crossentropy. The following figures 

shows that ‘binary_crossentropy’ loss function obtained better performance than other loss 

function.  

 

 
Figure 21: Training with ‘binary_crossentropy’ loss function 

 

 
Figure 22: Training with ‘gategorical_crossentropy’ loss function 
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7.5 Performance on Data Augmentation  
 

Training network with not enough data is the major reason for Overfitting. However, there is 

one very effectiveiway to cope Overfitting which is DataiAugmentation. Data Augmentation 

is theiprocess of artificially generatingimore imagesifrom the images that already available by 

orientation, rotation, changingithe size, etc. of the original images.  

 

7.6 Summary  
 

For this work, the supervised deep learning models were built to perform classification of input 

images. The supervised technique that used for this work allows a system to fetch automatically 

the representations that required for feature detection from raw data. ConvolutionalaNeural 

Network (CNN) is used because it is an efficient recognition algorithm for image processing 

and patternnrecognition. Furthermore, CNN is designed for collecting images of two-

dimensional and easily manipulate them in search operations. The models were trained to learn 

the attributes for the retinal fundus images. 

 

The CNN models were initially trained with labelled datasets on 1000 images to reach a 

significant level. 512*512*3 was the input shape of images. A training dataset was divided into 

64 batches. The ‘binary_crossentropy’ loss function used with 15 epochs to compile the model 

and the low learning rate of 0.001 was used. This model achieved 89% of training accuracy 

and 90% of validation accuracy. The validation-accuracy wasigreater than training-accuracy. 

Thisimeans that the model has been veryiwell circulated. The following figure shows the 

training loss and accuracy on DR detection using CNN with 1000 images.  

 

 
Figure 23: Training Loss and Accuracy with 1000 images 
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8 Chapter 8: Critical Appraisal  
 

8.1 Introduction  

Automatic classification of diabetic retinopathy is an emerging research area aimed at reducing 

the workload inherent in the traditional grading process. Theimain objectiveoof this study isoto 

developaa deep learning algorithm to automatically detect and grade diabetic retinopathy using 

theidataset fromrthe ‘Kaggleediabetic retinopathyccompetition’.   

This study makes use of DL method to build the model by using Convolutional Neural Network 

(CNN). Chapter 2 reviews the findings of previous studies that conducted on automated DR 

screening. Whereas chapter 6 presented the proposed method that used to achieve research 

objectives. The CNN model for this work achieved good performance on DR detection. This 

trained CNN is found to be able to classify thousands of images within a short period of time 

making them effective in real time.  

The output results generated from the research work have achieved the major study objective, 

where the CNN model developed through this research has proven to be effective in detecting 

and classifying diabetic retinopathy stages. This project will be able to assist ophthalmologists 

in clinical diagnosis to detect diabetic retinopathy and therefore effectively avoiding or 

delaying DR. Furthermore, this study makes a significanticontribution to knowledge in the 

field of medical imageiprocessing. This is achieved by proposing a new use of image 

processing techniques in screening for diabetic retinopathy, as described in chapter 6.  

8.2 Research Achievements  

The introductory chapter discussed the issues of screening of diabetic retinopathy and 

highlighted the main objectives of this study. Based on the that objectives, the following 

represent the main achievements to this research: 

8.2.1 Project Achievement  
 

Table 15: Project Achievement 

S.NO Achievement Status  

1 Project proposal (Appendix A) Completed  

2 Mid-term review – project presentation  Completed 

3 Literature review (reading many papers related to the research topic 

and comparing between their results) (chapter 2) 

Completed 

4 Face to face interview with one ophthalmologist from Al-Nhada 

Hospital 

Completed 

5 Analyzing the interview and confirm the outcomes (chapter 5) Completed 

6 Prepare electronic questionnaire and distributed among diabetes 

patients through WhatsApp (Appendix E) 

Completed 
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7 Analyzing the results of the questionnaire (chapter 5, Appendix E) Completed 

8  Python & TensorFlow Certificate (Appendix D) Completed 

 

8.2.2 Publication Achievement  
 

Table 16: Publication Achievement 

S.NO Achievement Status  

1  Paper: Recent innovations in Automated Detection and 

Classification of Diabetic Retinopathy (Appendix C) 

 Certificate (Appendix C) 

Available on : https://www.ijitee.org/download/volume-8-issue-10/ 

  

Completed  

 

8.2.3 Development Achievement  
 

Table 17: Development Achievement 

S.NO Achievement Status  

1 Preprocessing retina images  Completed  

2 Build CNN model Completed  

3 Train CNN model with Kaggle dataset  Completed 

4 Test model  Completed 

 

8.3 Limitations  

Just like any automated system, even the powerful deep learning models has some limitations. 

The basic limitations of this project were hardware specification. A higher GPU-specification 

is thought to build more accurate CNN models if trained with a larger dataset, but this work 

used CPU and effect the final results. The model was trained on 512*512*3-pixel size images 

because theimemory size of the graphicsicard not able to workuwith a larger pixel size. The 

accuracy of DR detection might improve if the model trained with larger pixel size images. 

Likewise, the training dataset is relatively small compared to other studies that have recently 

conducted on DR screening because as previously mentioned that the memory size of system 

could not able to train for more images. Furthermore, images were obtained using different 

hardware, or nottpresention training phase, might sometimes resultoin reduced theaaccuracy. 

Luckily, this limitation can beicircumvented by training on larger datasetsoor fine-tuning the 

model ontthe newidata.  

8.4 Challenges  
 

During the course of the work, this project faced a number of challenges.  Lack of knowledge 

in deep learning was the biggest challenge that the project faced. Furthermore, the low 

proficiency in English which negatively affected the performance in writing the research 

project. On other hand, having the deep understanding of the terminologies of researchttopic 

https://www.ijitee.org/download/volume-8-issue-10/
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helped in writing the research project well. Also, project duration that given for project is 

comparatively not enough because this type of project needs more time.   

 

8.5 Student Reflection  
 

This study which is about “AutomateddDetection andcClassification of DiabeticcRetinopathy 

using Deep Learning” might be the first project conducted in Oman. This study aims to provide 

automated system that assist the clinicians in the primary healthcare to improve management 

and clinical diagnostic of diabetic retinopathy. Quantitative and qualitative methodologies 

were used for this study to gather requirements, whereas Agile methodology was used for 

project completion. The process of conducting interview and questionnaire and collecting 

responses provided a good chance to practice interpersonal communication skills. Furthermore, 

this study provided a good opportunity to improve writing and speaking skills.  

 

For this project, open source software is used that enable of technology development and 

solving real world problems. Wide range of knowledge was developed from this study 

regarding diabetic retinopathy, artificial intelligence and deep learning through literature 

review and self-study of related topics. During the course of work, some challenges were faced 

such as lack of experience in the fieldoof deepdlearning, but this challenge has been overcome 

through joining courses and reading more journal papers about the related topics. Another 

challenge was faced during the work which is the limited of hardware specification. Deep 

learning projects always need GPU to train DL models to get accurate results. Last but not 

least, this project will be the beginning of the journey to develop more projects related to 

artificial intelligence and deep learning.  
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9 Chapter 9: Social, Legal, Ethical Considerations & Project 
Sustainability 

 

This chapter briefly discussed social, legal, ethical considerations and sustainability of this 

project.  

 

9.1 Social, Legal, Ethical Considerations 
 

As part of DL algorithms development process, they required consideration in a variety of 

social and ethical issues. Algorithm of the automatedddetection andcclassification of diabetic 

retinopathyrdeveloped based on ethical and social, legal considerations. This project doesn’t 

need the research ethics and biosafety approval because it makes use of online datasets 

“Kaggle”, so the project doesn’t involve any human participants. As well as, this project will 

not put anyone at risk of physical harm, or injury. Furthermore, the generated results of this 

project be seen as not controversial and will not attract the attention of the security services. 

According to the interview that was conducted with ophthalmologist, this project will be 

clinically acceptable to help ophthalmologists for detecting diabetic retinopathy in Oman. 

 

9.2 Project Sustainability  

Nowadays, artificial intelligence technologies play a critical role in bringing social 

development to communities by improving management and clinical diagnosis. Though the 

impact of deep learning methods is usually not directly observed due to its virtual 

characteristics, there is no doubt that the automated system positively impacts the society in 

general. For example:  

 Economic impact: This project will help reduce the number of people with the advanced 

stage of diabetic retinopathy and thus reduce the amount of financial expenses for 

treatment.  

 Social impact: This project will be able to assist ophthalmologists in clinical diagnosis to 

detect diabetic retinopathy and therefore effectively avoiding or delaying DR and therefore 

reduce number of DR patients. Early and accurate detection of diabeticcretinopathy is 

important because of its potential for reducing the number of cases of blindness around 

Oman society.  

 Environmental impact: This project doesn’t have any environmental influence because all 

the resources that used for this project are safe.   

 Quality and Time impact: Human physicians will not be substituted by machines, but this 

project can absolutely help physicians to make better clinical decisions. An automated 

system can also help physicians by providing up-to-date medical information and providing 

patients the care and treatment in proper time. In addition, this project can assist to reduce 

diagnostic and therapeutic errors in the clinical practice. 
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10 Chapter 10: Conclusion and Future Work  

This chaptercconcludes this thesis and summaries the main results and achievements. 

Moreover, the future plan with thesis project will be provided in this chapter. 

10.1 Conclusion 
 

Diabeticcretinopathy isoone of diabetesccomplication that damages retinal blood vessels and 

might leads to blindness. People get affected by diabetic retinopathy after suffering from 

diabetes mellitus for a long term and eventually lose their vision. This disease is now become 

common in most of the areas in Oman due to increased prevalence of obesity. The early 

detection of DR is essential and can avoid vision loss in more than 50% of all cases. AI-based 

technology has opened the ways to develop more accurate approaches for detecting and 

classifying the different DR complications.  

 

Nowadays in Oman, diabetes retinopathy different stages are detected by retinal examination 

using manual process by ophthalmologists. This paper proposed a solution for detection and 

classificationnof Diabetic Retinopathy based on deep Learning. Most of existing deep learning 

algorithms required manual feature extraction stage tooidentify the different grades of diabetic 

retinopathy from fundus images. In this study, the proposed solution used Convolutional 

NeuralnNetwork (CNN) that isaautomatically extracts the features of all grades of diabetic 

retinopathy. The neural network architecture with dropout function yielded high DR 

classification accuracy. This study has shown that CNN model is an effective in term for image 

and has the ability to be trained to detect and classify the different stages of diabetic retinopathy 

from fundus images. This work has achieved around 89% of accuracy for classifying different 

grade of diabetic retinopathy with the Kaggle dataset.  

 

Automated detection and classification using deep learning is a promisinggsolution for 

screening huge number of patients withudiabetes. Deep learning has shown impressive results 

of high accuracy in automateddimage analysis for DR detection. Artificial intelligence 

techniques cannotosubstitute the ophthalmologists’ roleein management and clinical diagnosis, 

although would act as a usefulaassistant in diabetic retinopathy screening and provide 

diagnostic supports. AI-based technology woulddhelp increase referral of patients with retinal 

diseaseswto the ophthalmologist forofurther treatment and therefore would assistance in 

reducing visual-impairment.  

  

Generally, the results of DL algorithm demonstrate the ability of automated learning systems 

in simplifying existing DR screening programs in a time-efficient and cost-effective manner. 

Furthermore, the findings indicate that DL approaches provide powerful tools for refining 

patients’ qualityuof life and it isssuitable method for use invclinical daily practice. 

Implementing such deep learning algorithm can significantly reduce the rate of sight loss 

attributed to diabetic retinopathy, create a new diagnosticwworkflow for disease detection and 

enhance clinical management. 
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10.2 Future work 
 

For any work, there is always constantly evolving. This project looks to implement novel 

techniques for further increasing the accuracy and to enlarge it to other diseases related to eye. 

Here is shortened list of points that project will take in the future to achieve its objectives: 

 Hardware Implementation: This study looking forward to implement CNN model in 

a hardware system because the hardware product will be the best solution for diabetes 

patient. 

 More Datasets: The CNN model will be trained in more datasets such as DRIVE, 

Messidor-2 and so on. Also, this project looking forward to use real images data to train 

the model.  

  Different Algorithms: Develop more DL algorithms to detect other eye diseases.  

 Software Implementation: Develop mobile app for this purpose. In this way people 

will be able to upload their data into the machine learning software and will let them 

know about their disease through mobile app whether it’s in a good or bad condition.  
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